





search space comprises all the possible subsets, not just
those of a specified size. A rank-based selection strategy
[7] is used to avoid premature convergence, together
with a one-point crossover operator [7]. Crossover and
mutation probabilities were heuristically set to 0.85 and
0.01 respectively. We picked a population size of 100 and
the GA ran for 250 generations.

« Integer coding: individuals are represented by a vector
of length M, being M the dimension of the subspace
to be found. Each element of the vector is an integer in
the range [1, 100] and selects the corresponding feature
of the original set. As in sequential feature selection
methods [1], in this case the dimension of the subset can
be specified. Again a rank-based selection strategy is used
together with an order crossover operator [8]. Mutation
is carried out randomly changing an e¢lement value.
Crossover and mutation probabilities, and population size
were set Lo the same values as in the binary GA. The
number of generations was 350.

In both cases the evaluation function that measures the
fitness (goodness) of each individual is f = 1/EER. The ob-
jective of the GA is (o find the solution among all possible that
maximizes f. The EER of the system is computed according to
the similarity scores calculated using the Mahalanobis distance
((x — pu)"E " "(x — p;))"/?, where x is the pattern being
classified, g, is the mean of class 4, and X is the covariance
matrix.

IT1. EXPERIMENTAL PROTOCOL
A. Data set description

Bxperiments were carried out on the MCYT Signature
database which comprises 330 signers. Bach user conlributed
with 25 original signatures and 5 forgeries of each of his 5
precedent donors. Thus, 25 original signatures and as many
forgeries are available for each of the 330 subjects, to complete
the 16500 signatures that conform the database. All of them
were used in the experiments. An in depth description of the
database can be found in [5].

B. Features considered

The set of 100 global parameters considered (o represent
each signature is described in [6] and given here in Table L
We have generated four different groups of features according
to the signature information they contain, namely: ¢) time
(white cells in Table 1), 42) speed and acceleration (light grey
cells), w42) direction (dark grey cells), and ¢v) geomelry (black
cells). The features assigned to each class are the following
{(the numbering criterion followed is the same used in [6]).

C. Scenarios

Four different scenarios are considered: skilled and random
forgeries with 5 and 20 training signatures.

In the case of skilled forgeries impostors try to access the
system imitating the genuine user’s signature. Client scores are
computed comparing the test set (comprising signatures that
were not used for the training) of each user with his trained
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TABLE I
COMPARISON OF EER VALUES (IN %) OF THE BINARY GA SOLUTION AND
THE CASE OF USING THE WHOLE SET OF 100 FEATURES.

Skilled forgeries Random forgeries

5 TR. 20 TR. 5 TR. 20 TR.
GA || 10.01 (60) | 3.31 (54) | 4.11 (57) | 0.78 (53)
100 14.52 4.70 5.94 2.60

model. That is, 20 x 330, or 5 x 330 genuine scores for the
cases of few/many training signatures, respectively. Impostor
scores come from the comparison of the trained model with
the 25 forgeries of the donor (25 x 330 impostor scores).

In the random forgeries scenario impostors claim the gen-
uine user’s identity using their own signature. Client scores
are obtained the same way as in the skilled forgeries case.
We compare one signature of each user with one signature of
every other donor of the database to generate the 329 x 330
impostor similarity scores.

IV. RESULTS
A. Experiment 1. Genetic Evolution

In Fig. 1 (a), the evolution of the best individual of the
binary GA for the case of skilled forgeries with 20 training
signatures is shown. The dashed line shows the EER of the
system for the case of using the whole set of 100 parameters.
We can see that the GA converges in the iteration 100 (no real
improvement is produced in the next generations) and that the
subset of features found clearly outperforms the case of using
all of the 100 parameters.

In Table II the EER for the four scenarios considered and
for the best subset of attributes found by the GA in ecach
case is given in the first row. The dimension of the subspace
solution is shown in brackets. In the second row the EER of
the system when using 100 parameters is specified so that both
EER values can be compared.

The GA finds in all cases a subset of features that not only
reduces the computation cost (it has about half number of
features), but also provides a better classification accuracy.
This fact shows the curse of dimensionality phenomenon that
will be further studied using the integer GA.

In Fig. 1 (b), the evolution of the integer GA is depicted
for the case of skilled forgeries with 20 (raining signatures and
M = 20, being M the fixed dimension of the subspace to be
found. We see that the GA finds a subspace of dimension 20
where the system works better than in the 100 dimensional
original space.

B. Experiment 2: Curse of Dimensionality

Experiments with the integer coding were also car-
ried out in the skilled forgeries scenario for M =
[3, 10, 20, 40, 60, 80, 90]. Results for 5 and 20 training signa-
tures are shown in Fig. 2. The solid line shows the solution
found by the GA and the dashed line is the performance of
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Fig. 1. Evolution of the binary GA (a) and the integer GA (b).
SKILLED 5 TR. SKILLED 20 TR.
181 1r
N —x— Top ranked X —x— Top ranked
AN ©" GA N o GA
N\,
X
161 \ 9r
\
\

_15r . 8r
2 2
£ £
= 141 = 70
o o
L L
fm fm

131 6

121 5

1"t 4l

10 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 3 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
M M
Fig. 2. Comparison between the GA and the feature selection top ranked scheme proposed in [6], where is the feature subset size.

the system when adopting the top ranked individual feature
selection strategy used in [6]. The GA clearly outperforms
the other feature selection scheme. Interestingly, with the GA
approach the curve drops faster for small M and the best EER
value reached is lower.

The curse of dimensionality phenomenon can be seen in
Fig. 2. We can observe how the FIR of the system decreases
as additional features are considered, eventually reaching a
minimum value and then starts to worsen with the introduction
of more features. Worth noting this minimum is reached for
around 60 features, as previously predicted by the binary GA.
We also compared the best EER values found by the binary
GA and those obtained with the integer GA for the two skilled
forgeries scenarios considered and for the same dimension of
the subspace. As expected, both results are very similar (< 8%
relative difference), thus, the integer coding GA 1s also capable
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of finding a near to optimal solution to the problem, with the
advantage that the dimension of the feature subset can be {ixed.

C. Discussion

From the curves depicted in Fig. 2 we can observe that
the most discriminant features have already been found for
M = 20 as the improvement for bigger values of A is very
small (6.8% and 8.3% for 5 and 20 (raining signatures re-
spectively). Based on this result we compared the best feature
subsets of dimension 20 found by the GA for the skilled and
random forgeries scenarios with 5 training signatures. The two
feature subsets were analyzed and the results are summarized
in Table M1 In each cell the number of features of each class
is shown.

From the results shown in Table III we can see that the
most discriminant features for skilled forgeries are those of
eroups regarding speed and acceleration (4¢) and geometry of
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Fig. 3.

Genuine signature (left), skilled forgery (top middle), and random forgery (bottom middle) of two different signers (top row and bottom row). On the

right we depict two of the geometry parameters that were selected as most discriminant in the 20 dimensional subsets for both random and skilled forgeries
scenarios. Features from the genuine signature and the two forgeries on the left are highlighted.

the signature (¢v). For the random scenario the best features are
eroups regarding temporal information (¢) and geometry (iv).
Thus, we can conclude that the most informative parameters in
either cases are the ones regarding geomelry information and
the least informative those based on angles and directions (444).
In Fig. 3 we depict two of the geometry parameters that were
selected as most discriminant by the GA for both scenarios,
skilled and random. We can see that for these two parameters
a pertect classification of the random forgeries depicted is
possible, and a fairly good separation of genuine and skilled
forgeries.

V. CONCLUSIONS

Two GA schemes were presented and applied to a feature
subset selection problem for on-line signature verification.
Four different scenarios (skilled and random forgeries with 5
and 20 training signatures) were considered. Both algorithms
showed remarkable performance in all the experiments carried
out, clearly displaying the curse of dimensionality phenom-
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TABLE HI
NUMBER OF FEATURES FOR THE SKILLED ($) AND RANDOM (R)
SCENARIOS WITH 5 TRAINING SIGNATURES AND = 20 FEATURES
BELONGING TO BEACH OF THE FOUR GROUPS DESCRIBED IN SgoT. [11-B.

Time | Speed | Direction | Geomelry
SS5TR. 4 7 2 7
R 5 TR. 8 1 0 11

enon. Different dimension subspaces were found in which the
recognition rate of the system was improved compared (o the
original 100 dimensional space. It was shown experimentally
that features regarding speed and acceleration information of
the signatures are the most suitable for the skilled forgeries
scenario, while those dealing with temporal information should
be used in the random forgeries case.
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