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ABSTRACT In this paper, a wide analysis of techniques providing robustness
Real world conditions differ from ideal or laboratory conditionsfo a speaker identification system in the acoustical stage is
causing mismatch between training and testing phases, gm@sented. Section 2 describes single-channel alternatives to
consequently, inducing performance degradation in automadpeech enhancement, based in the well-known spectral
speaker recognition systems].[IMany strategies have beensyptraction procedure J3In order to solve the problem derived
adopted to cope with acoustical degradation; in soMgym the appearance of “musical noise”, two other alternative
applications of speaker identification systems a clean sample @fniques are used: spectral subtraction with oversubtraction

speech, prior to the recagon stage, is needed. This hasm del [4 and non-linear spectral subtraction. [Section 3 faces

justified the use of procedures that may reduce the impact % . .
- . . . - . . the problem of multi-channel spech enhancement, providing, on
acoustical noise on the desired signal, giving rise to techniques

involved in the enhancement of noisy speech 2, 9 thg one hand, g dual-channel optimal solution basgd on adaptive
noise cancellation [6and on the other hand, a multisensor array

In this paper, a comparative performance analysis of singlgerforming delay-and-sum beamforming.[Bection 4 describes

channel (based in classical spectral subtraction and some deriyggl database and the identification system used and shows how

alternatives), dual-channel (based in adaptive noise cancellingls system works when the enhancement algorithms described

and  multi-channel . (using ) mmphone arrays) spgech in sections 2 and 3 are applied to it as a pre-processing stage.
enhancement techniques, with different types of noise

different SNRs, as a pre-processing stage to an ergodic HMM'—na”y’ section 5 presents some conclusions of both single- and

based speaker recognizer, is presented. multi-channel speech enhancers in a complete speaker

identification system.
1. INTRODUCTION 2. SINGLE-CHANNEL SPEECH

Speaker Identification is becoming a high-relevant task in many ENHANCEMENT TECHNIQUES

fields, specially in the framework of security remote

applications. These systems, usually developed under laborat§ipgle-channel speech enhancement techniques apply to
conditions, severely degrade their performance level when &iuations in which a unique acquisition channel is available.
acoustical mismatch appears among training and testing phasgds may be imposed by the system used (as telephone-based
This problem has limited the development of real-warh- ~ applications) or by the availability of the desired signal (as pre-

specific applications, as testing conditions are higly variant ¢ecorded applications). When the noise process is stationary and
even unpredictable during the training process. speech activity can be detected, spectral subtraction (SS) is a

direct way to enhance the noisy speedh [3
This mismatch problem has guided to design robust speaker

recognizers. The process of providing robustness to ti@1. Spectral Subtraction Process

recognizer can be accomplished in three different stajése

acoustical stage, giving rise to speech enhancement techniglfist of the methods proposed in order to accomplish the speech
that may improve the SNR of the input sigrigl,the parametric enhancement process assume that the power spectral density
stage, by means of parametric representations of Speetyﬁction of the signal contaminated with incorrelated noise is
characteristics which may show inmunity to the noise proce§9u@! to the power spectral density of the signal plus the power

andiii) the modeling stage, combining adecuate models of noi§@ectral density of the noisy process: this is only true in a
and clean signal in order to recognize noisy speech. statistical sense. Nevertheless, supposing it as a reasonable
approach for the short-time spectral power function, it leads to a

simple an direct way of subtracting noise from noisy speech.
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Being |R(w)|2 ,|Yi(oo)|2 and|)A(i(w)|2, respectively, the power IR (@)|=A&[Ro1(@)] + (1= Ar)| R(w)| (4)
spectral estimator of the noisy process, the power spectral
function of the input signal for thieth analysis frame, and the and
power spectral estimator of the enhanced signal foriite

analysis frame, the spectral subtraction process is accomplishef (@) = Av| Y= (@)| + (1= Ay)| Y(w)| %)
~ / 2 _ 2 e |y 2_ 2 For the extended model of noise, it will be necessary to use a
1% (w)|2 - g\ﬂ(w)l |R(.w)| i [ Y(@)|" -] Rw)|">0 ) . | ise, 1wl y
ED, otherwise generic functionb| p; (w),ai (w),|R ()| which depends on the

noise estimator, on the spectral-dependent oversubtraction

The phase function is adjusted directly from the noisy inp%\ctor a(), and on the SNR of each spectral component of the

signal, giving the final expression for the complete enhancea{jnalysis framep (), that can be calculated as

signal

: R LI (=l @)

X (W) =RY (W) -| R(w 2 pi(w) = (6)
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As it can derived from (1), the spectral subtraction method c&ifing

lead to negative values, resulting from differences among ty SNRi(w)|=A 3N4Y+1(00)|+(1—A SN§| YGw)| )

noise estimator and the actual noise frame. To cope with this

problem, negative values must be set to cero, producing Spectl fnctiond is an arbitrary non linear function that encloses

spikes, well-known as “musical noise”. This effect causes g gypraction process, taking into account the SNR of each
annoying perception of enhanced speech and, therefore, it myﬁéctral component, with upper and lower boundaries:
be corrected.

2.2. Spectral Subtraction With R@)s qJ[pi (@) @)|R (w)l] <3IR@) ®)

Oversubtraction Model 3. MULTI-CHANNEL SPEECH

This alternative to the classical spectral subtraction (SS) ENHANCEMENT TECHNIQUES

procedure was first introduce in order to compensate for the )

“musical noise” effect [t The general expression of the SS witHMulti-channel speech enhancement techniques take advantage of

oversubtraction model is given by: the availability of multiple signalnput to our system, making

possible the use of noise references in an adaptive noise

HY(M)|2‘G¢m2:if|Y(w)|Z‘| R(w)|2>BE|]Rw)|2 cancellation device, the use of phase alignment to reject

|)A(i (w)|2 =0 undesired noise components, or even the use of phase alignment
Hﬂ EIR (w)|2, otherwise €) and noise cancellation stages into a combined schemé\V[@

are presenting two different systems, the first of them based in

where a>1 minimizes the appearance of negative values th?él\tdaptlve noise cancellation, an the second based in speech

generate spectral spikes, andB8<1l sets an spectral flooring beamforming through array processing
which reduces the perception of musical noise. The optimal '

value fora can be set as a function of the SNR, as high SNB.l. Adaptive Noise Cancellation
frames need less compensation that low SNR frames.

Adaptive noise cancellation is a powerful speech enhancement
2.3. Non-Linear Spectral Subtraction technique [ based in the availability of an auxiliar channel,
known as reference path, where a correlated sample or reference
of the contaminating noise is present. This reference input will
be filtered following an adaptive algorithm, in order to subtract

model, with an estimator of the noisy process and ap e .
) . . . ) he output of this filtering process from the main path, where
oversubtraction model, any Non-linear implementation of the _ . .
noisy speech is present.

subtraction process, taking into account that the subtraction
process must depend on the SNR of the frame, in order to apfitye LMS algorithm is a practical algorithm that permits us to
less subtraction with high SNRs and vice versa. find an aproximated solution to the optimal filtering process. It

has the following formulation:
In the NSS technique, an estimate of both noise and speech can g

be derived from the following expresions, Whe1 = Wy + 2 0u [&(n) Oy, 9)

Non-Linear Spectral Subtraction (NSS) approagdhi§ased in
combining two different ideas) The use of an extended noise



being w the vector of coefficients of the filtey the vector
reference signalg(n) the error signal andu the adaptation
constant that controls the stability and the speedof@rgence

has been acquired at 8 kHz. with 8 bits, bandlimiting i8GQ-
3400 kHz. (telephone-like qgligy). Noise has been artificially
added to clean speech; two kinds of noise has been used for

testing: white gaussian noise, and real fan noise extracted from a

computing system, each of them added at 20, 15, 10 and 5 dB

The process of adaptive filtering is optimal in the sense thgtNR The parametric vector used is formed by 10 LPCC
error signale(n) guides the convergence of the whole process, .

. L . o e oefficientes, discarding.c
Nevertheless, in practical implementations, it is very difficult to

find a speech-free noise reference, and to obtain suﬁiciezlt_z_ Acoustical Mismatch Among Phases
degree of correlation between reference and contaminating

noises. As stated previously in 4.1, the whole database has been
degraded with two different types of noises (white gaussian
noise and fan noise) at different SNRs (20 dB, 15 dB, 10 dB and
5 dB). The training phase has been carried out without acoustical

Multisensor beamforming thugh microphone arrays Ji7 degradation, preserving original SNR (>30 dB). Consequently,

derived from radar and sonar applications, can be implementﬁ_ld . . .
) oty of being del q b forming th ere is an acoustical mismatch between phases, and Table 1
n a ve.me y of ways, being eay-e.m -.sum eam orming §r1ows the performance degradation of the speaker identification
most direct approach. The underlaying idea of this scheme is . . .

) 0 ~~ system with testing utterances of 8 sec. of duration.
based on the assumption that the contribution of the reflexions is

of the adaptive procedure.

3.2. Multisensor beamforming

small, and that we know the d|re§t|on of arrival of the desir ID Rate (%) | >30dB]| 20dB | 15dB | 10dB 5 dB
signal. Then, through a correct alignment of the phase func - y
. . . .. | White gauss. 100 90.4 46.2 19.2 4.2
in each sensor, the desired signal can be enhanced, rejecti .

Fan noise 100 98.0 76.0 13.4 6.2

the noisy components not aligned in phase. So, forntik
channel of the system we will have:

Ym(N) = X(N=Tm) + (N

Table 1: Speaker ID Rate with testing utterances degraded with
white gaussian or fan noises, at different SNRs.
(10)
4.2. Single-Channel Speaker Identification
wherex(n) will be the desired signat;, the delay applied to the

input signal,r (n) the noise present in the channel gpa) the In order to en.hance the speech entering our rgtnogrsystem,
available input of this channel. The overall output of th&® have applied as an acoustical pre-processing stage the three

multisensor system will be obtained by adding all contributionss,peCtral subtraction derived algorithms stated respectively in 2.1,
and 2.3, namely classical spectral subtraction, spectral

subtraction with oversubtraction model and non-linear spectral
subtraction. Table 2 shows the results obtained, and Figures 1
and 2, show graphically these results, with regard to the kind of
degrading noise employed in each case.

This delay and sum beamforming process is a very robust

with adecuate compensating delays in each of them, giving:

&(n) = Yy O Y (N+ 1) (12)

scheme. The delay estimation errors reduce the enhancer ID Rates 20 dB 15 dB 10dB 5dB
process in terms of SNR, but inducilijle distortion. Anyway, (%) w F | w F | W F | w F
there is a theoretical limit to the enhancement proce SS 06.4| 97.4 84.2 942 3110 694 92 246
supposing we have tmal estimators for the delay in eacl ss+Over| 94.4| 98.8| 89.4 934 404 718 104 31.2
channel, there is no room reverberation and the contributiony  Ngg 776/ 98.0 662 934 306 736 9l 358

each channel are independent from each other, the maximbrlgl\me 2: Speaker ID rates, when Spectral Sub. (SS), SS with
enhancement possible will be 10:84 (dB), beingM the  oyersub. model (SS+Over.) and Non-linear SS (NSS) are used
number of microphones used. for white and fan noises at different SNRs.

4. RECOGNITION RESULTS 4.3. Multi-Channel Speaker Identification

4.1. Speaker Identification System Multi-channel enhancement has been carried out, using adaptive

. . . noise cancellation and delay-and-sum speech beamforming. The
Each one of the pre-processing enhancing techniques prOpoaﬁgptive noise cancellation system has been artificially

ha\,/e been compgraglvely(/ju.sed n ad.speaker |degt|f|cat|on Syjtzmplemented through the simulation of the impulse responses of
This system [P is based in ergodic HMMs, 8 states an a room using a geometrical approach to room acoustics design.

mixtures per state, trained with 60 sec. of read clean speeﬁqese responses had been usedtts Speech coming from one
(SNR>30 dB) for each of the 25 male speakers involved. Speeﬁgint of the room and noise coming from another point of it.



Speech degraded with white gaussian noise excellent results can be obtained for SNR>5dB in a very realistic

100 manner.
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Figure 1: Results presented in Table 2 for white gaussian noise.10 Ty
0
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100 Figure 3: Multi-channel ID results for white gaussian noise.
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Figure 2: Results presented in Table 2 for fan noise. 207 LoXe - o Ennarceren
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Consequently, noise has been added to reverberant speech in >30dB 20d8 15d8 10d8 5dB

order to obtain the required SNR, and this noisy reverberahtgure 4: Multi-channel ID rates for fan noise.
signal has been used in the main path. In the reference path, the
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